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Abstract. This chapter considers the calibration of channels 1 and 2 of the Advanced Very High 
Resolution Radiometers (AVHRR), a crucial process for the quantitative interpretation of remotely 
sensed data acquired through time. In this chapter, a new method of absolute calibration of the first 
two AVHRR channels based on observation of oceans and deep thick clouds is presented along 
with sensitivity tests on the possible error sources. Calibration results obtained by this method for 
NOAA- 7, -9 and -11 from 1981 to the present are also included, as is a comparison of the derived 
NOAA-9 values with other recently published ones. 

1. Introduction 

As was shown in the previous chapter, separating the atmospheric and ground signals in 
Advanced Very High Resolution Radiometer (AVHRR) data is an important step towards 
the use of these data in quantitative studies. This chapter deals with a related issue, 
radiometric calibration. The AVHRR data, in common with those from other Earth 
observation satellite sensors, are originally recorded as digital counts or numbers (DNs). 
These may be converted to radiance values through the use of appropriate calibration 
coefficients. These coefficients (gain and offset) are usually supplied from pre-flight 
calibration of the sensor. However, large changes can, and do, occur to the optical system, 
both during and post-launch. Onboard calibration devices are designed to take these into 
account, but unfortunately no such devices are available for the AVHRR visible and near- 
infrared sensors. Thus, comparison of data from different AVHRR sensors, or time-series 
from a single sensor, should ideally incorporate the use of absolute calibration coefficients 
which take into account the post-launch changes in sensor performance. 

Several methods, both relative and absolute, have been developed for this purpose over 
both land and ocean surfaces (Frouin and Gautier 1987, Smith et al. 1988, Whitlock et al. 
1988, Holben et aZ. 1990, Staylor 1990, Teillet et al. 1990, West and Rossow 1991, Abel 
et al. 1993, Kaufman and Holben 1993). Relative calibration methods do show relative 
sensor degradation but they also need to be related to some absolute value. Aircraft 
calibration (e.g. as carried out by Abel et al. 1993) is expensive and cannot be applied to 
historical datasets. Other absolute calibration methods combining surface and atmospheric 
ground-based measurements (Teillet et al. 1990) suffer from problems in sampling of the 
surface and uncertainty in accounting for bidirectional relectance distribution function 
(BRDF) effects. 

This chapter describes a recent and robust method for absolute sensor calibration based 
on the approach of Kaufman and Holben (1993). This method, first introduced by 
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Vermote et al. (1992) for the calibration of the SPOTLHRV radiometer, unlike previous 
methods, takes into account the actual precipitable water vapour and aerosol optical 
thickness qualities of the atmosphere at the time of imaging. 

2. Sensor calibration 

Ocean areas have often been used to calibrate satellite sensors. For example, Koepke * 
(1982) used ground and atmospheric measurements to calibrate the METEOSAT sensor 
and Fraser and Kaufman (1986) developed a method for the calibration of the Visible _ 
J.n&red Spin Scan Radiometer (VISSR with effective wavelength of 0.61 urn), carried 
onboard GOES-5 and 6. The latter method concerned the relating of the observed digital 
count to the actual reflectance by assuming mean conditions both for the atmosphere and, 
the ocean - the dominant signal being modelled for areas outside the ocean glint pattern. 
This method was then adapted also to calibrate AVHRR channel 1 (Kaufman and Holben 
1993). 

In this chapter we report on developments of the Kaufman and Holben (1993) 
approach. Correction of channel 2 is introduced, and channel 1 and 2 intercalibration used 
to reduce the uncertainty due to variability in surface and atmospheric conditions, which 
relate principally to wind speed and aerosol concentration respectively. The theoretical 
background and accuracy of this method is described and examined, and the method is 
then applied to the AVHRR sensors on NOAA-7, -9 and -11, from 1981 to the present. 
Split-window water vapour estimates form part of the output of this method, and these 
are then validated by ancillary data from the SSMI sensor. Finally, the results obtained for 
NOAA-9 are validated by comparison with other recently published values. 

3. Intercalibration between channel 1 and 2 

3.1. METHOD 

The method of calibration described in this chapter is based on AVHRR observations of 
high clouds. These may be considered lambertian reflectors and, if they are sufficiently 
thick the effects of the atmosphere and surface below them can be ignored. Therefore, the 
signal at the top of the atmosphere can be written as a function of the cloud top altitude z: 

P* (4 = Tg [pa(z) + Ta 
&hd 

1 - WPcl,ud 1 

where Tg represents the gaseous transmission, pa(z) is the intrinsic reflectance of the 
atmosphere above the cloud, Ta(z) is the transmission of the atmosphere above the cloud, 
and S(z) is the albedo of the atmosphere above the cloud. 

If the cloud is high enough (above 4 km), then the aerosol and water vapour intluence 
on the signal can also be ignored because these are normally present only in the lower 
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layers of the atmosphere. Therefore, the signal could be written for both channels 1 and 2 
of the AVHRR as: 

PI= Tg0z1 T&xl [Prl(z) + Trl(Z) 
&loud 

1 - %I (z)fkloud 
1 

p2 = Tgoz2 Tgod [P& + T&J 
Pcloud 

1 - %2 (zk’cloud 
1 

( W 

WI 

In practice we have: 

pm1 = PI q = Tgozl Tgoxl [P&) + Trl(z) 
pcloud 

1 - Srl(Z)pcloud ’ r1 
W 

pm2 = ~2 r2 = Tu T&d I&# + T,(z) 1-s::;,,, 1 r2 (3b) 

where pml, pm2 are the measured AVHRR signals with pre-flight calibration for 
channels 1 and 2 (Price 1987, Price 1988) and rl and r2 are the respective degradation 
coefficients (I(aufinan and Holben 1993). 

Therefore, assuming pr(z) r s pr(z), it can be shown that: 

PItll 

%ozl-koxl 
- Prl(4 

P’l = 
T,l (Z) 

@a) 

Pm2 

Piku2Tgox2 
- Pr2 Cz) 

P’2 = 
Tr2 (z) 

(4b) 

where ~‘1 and ~‘2 are the corrected signals for molecular scattering and gaseous 
absorption. Then, correcting for the atmospheric albedo, Sr(z), it can be shown that: 

p”1 = P’l 

l+ Sri Cz)P’l 
= ‘1 hmds 

Q2 
p”2 = l+Sr,(z)@2 

= ‘2 pc10uds 

(W 

(5b) 
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So, p”l/ ~“2 = rl/r2 = r12 assuming that the cloud reflectance is constant for all 
wavelengths in the region of 0.60 to 1 .O urn. 

3.2. ERROR BUDGET 

3.2.1 Lambertian Clouds. In order to minimise the gaseous absorption and scattering . 
effects, the clouds chosen for use in this method are restricted to those within angles of 
view of between 0 and 10 degrees. Furthermore, because it is the & of cloud 
reflectances that is utilised, any remaining errors resulting from the assumption of - 
lambertian behaviour are expected to cancel out. 

3.2.2. Aerosol and Water Vapour. Clouds are chosen relative to their apparent 
brightness temperature in AVHRR Channel 4 in the range from 220 K to 225 K at tropical 
latitudes. This corresponds to an altitude range of 8 km to 13 km, which is well above the 
layers at which water vapour or aerosols are present. Figure 1 shows the variation of the 
signal observed over clouds for both channels versus the temperature in channel 4 (10.8 
urn). Both channel 1 and 2 signals increase when the temperature decreases due to the 
decreasing amount of water vapour and other molecules above the cloud. Figure 2 shows 
the calibration ratio, rl/r2, versus temperature. The clouds selected to determine the ratio 
are located at the lower end of the temperature range where the water vapour effect is 
minimal and the ratio therefore reaches a plateau. By running a gaseous aborption model, 
it can be shown that the residual absorption by water vapour at this range of altitude is 
only of the order of 2-3% (in channel 2) depending on the atmospheric prome. Since our 
clouds are also situated in the moist tropical convective zone it was consequently felt 
appropriate to adopt a general correction factor of 0.97. 

3.2.3. Rqdeigh Correction. For clouds of apparent reflectance greater than 0.5 and 
higher than 8 km, for view zenith angle lower than 30“, the terms or, Tr and Sr only 
influence about 1% of the total signal. Therefore, using pre-flight calibration coefficients 
to correct for Rayleigh scatter, this will lead to a subsequent error of only 0.3%. 

3.2.4. Ozone and Oxygen Correction. The overall amount of oxygen absorption is weak 
in both channels and depends mainly on altitude. As the uncertainty regarding cloud 
altitude should be less than 1 km, so the uncertainty concerning total oxygen amount 
should be less than 5%. Thus, the variation of the transmission in channels 1 and 2 due to 
the variation of oxygen amount is negligible. 

The corrections used for ozone absorption are based on the ozone amounts taken from 
the latitudinal monthly climatological data published by London et al. (1976). The relative . 
accuracy of these included ozone amounts should be in the order of lo%, which 
translates, for an airmass of 2, to an uncertainty of only 1.0% in the radiance for channel 
1, and therefore to a similarly low uncertainty value for the ratio r12. 
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Figure 1. Cloud reflectaxes observed in channel 1 and 2 of the AVHRR as a 
function of T4. 
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Figure 2. The ratio rl/r2 as a function of the temperature in channel 4. 
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3.2.5. TotalError. If we sum (ii quadratic) all the error sources listed above, the overall 
uncertainty of the method is only about 2%. Other sources of error can probably be kept 
to a minimum. For example, the errors due to stratospheric aerosol effects can be 
minim&d by avoiding the areas of the highest concentrations of aerosols as depicted by 
operational aerosol monitoring datasets, such as the NOAA weekly composite (Stowe et 
al. 1992) or SAGE data sets (McCormick and Veiga 1992). The main assumption on 
which the success of the method is dependent is that cloud reflectance does not vary much - 
between the visible and near-tiared windows. This hypothesis is problably true for high 
thick clouds, which are not influenced by tropospheric aerosol in the way they form. The 
analysis of long-term continuous datasets, as we will demonstrate in the next section, is - 
one way of verifying the error budget because the error sources themselves will probably 
be far more variable in time than sensor deterioration. 

4. Rayleigh calibration for Channel 1 

4.1. h,lEl-HOD 

For a cloudless air mass over the ocean with only a small amount of haze and a reasonable 
distance from regions of sun glint, the major contribution to the upward radiance in the 
visible part of the spectrum is from molecular scattering (ii the order of 70-80 “A). This 
amount can be accurately computed from a radiative transfer model (De& et al. 1989) 
and can then be used for sensor calibration (Fraser and Kaufinan 1986, Ka&an and 
Holben 1993, Vermote et al. 1991). Theoretical signals may then be computed in both 
channels assuming, for example, a chlorophyll content of 0.3 mg/l and a wind speed of 10 
mdl, for several water vapour values, and an aerosol model representative of maritime- 
aerosol particle distribution with optical thickness from 0.10 at 0.55 m (Deuz6 et al. 
1989). In our case, the absorption effect of ozone and oxygen was computed uSmg an 
explicit formulation (TanrC et al. 1992) fitted from running the 5-S radiative transfer code 
(see the previous chapter and Tanr6 et al. 1990). 

The degradation calibration coefficient rl is defined by: 

PF rl = 7 
Pl 

(6) 

where pf is the radiance measured by the sensor using the pre-flight calibration and pi 
is the real radiance. 

Since the amount of aerosol and/or wind speed is diierent i?om those used in the 
theoretical computations, the theoretical radiance, pt has to be corrected by an offset 6~1 

At satellite level this equation then becomes: 



79 

p? = rl pf + rl6Pi 
(8) 

A discrepancy wiIl also be observed in channel 2, that is: 

P? r2 P: + r2 6p2 (9) 

where 6~1 is related to 6~2 through the spectral dependence of this perturbation 112: 

sPl= 1126P2 (10) 

112 is derived from siiulations of the signal for both channels 1 and 2 with an aerosol 
optical thickness of 0.15 and 0.05. 

Therefore, pp may be written as : 

p? = rl pi + rl I12 (PF - r2 Pi ) /r2 

and, solving for rl it was found that: 

rl = of - w,& 
P: - I,,P: 

(11) 

(12) 

where rI2 is the intercalibration coefficient computed with the method previously 
outlined and is equal to rI/r2. 

In practice, the calculation of rI is based on more than one measurement. The data are 
extracted from the Pacific Ocean data set referred to above. For a period of nine days, 
rigourous cloud screening is performed using the methods of Stowe et al. (1991). Then, a 
composite of the non-cloudy pixels and non-cloud-shadowed pixels is produced using the 
minimum value in channel 1. The result of this “geometrical composite” is then screened 
manually to select a zone of 25 scans where the cloud amount is low and the Rayleigh 
contribution significant (in practice as close to the principal plane as possible). An average 
value for non-cloudy pixels is then calculated for each view direction for both channels. 
The values, after subtracting the deep-space count, are then converted to reflectance units 
using the pre-flight calibration coefficient (Figure 3). For each pixel of the anti-specular 
portion of the scan (angle of view between 40-70 degrees) the numerator of Equation (12) 
is shown plotted against the denominator of the same Equation 12 (Figure 4) (with the 
water vapour amount as given by the split window technique) (Vermote et al. 1993). 
Then the slope of the linear regression of the numerator (measured reflectance) versus the 
denominator (predicted reflectance) is the degradation coefficient rl, Both the intercept 
(which should be small) and the correlation coefficient (which should be high) provide 
good indicators of the accuracy of the calibration. 
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Figure 3. Radiances observed in channel 1 and 2 of the AVHRR over ocean. 
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Figure 4. Linear regression between the numerator of Equation 12 (y) and the 
demoninator of Equation 12 (x,, that leads to an estimate of degradation (q), the 
slope of the linear regression. 
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4.2. ERROR BUDGET 

Even after we assume perfect linearity for the instrument, and stability in the spectral 
response, several other sources of uncertainty remain. Basically, these are uncertainties in 
the radiative computation of the model, and errors in: input parameters for ozone and 
water vapour amount, ocean colour, pressure and, Finally, errors in the estimation of 112 

. because of an assumed aerosol type and constant wind speed. The relative magnitude of 
these error sources is further discussed below. 

. 4.2.1. Intercalibration CoefSicient (r12). The error on rI2 estimated at 2% wiIl be 
directly related to rl (Equation 12) as described above (section 3.2.4). 

4.2.2. Radiative Transfer Computation. If the sun is never lower than 75’ over the 
horizon, the accuracy of the radiative transfer calculation based on plane parallel 
approximation is better than 1x10” in reflectance units (Vermote and Tame 1992). Thus 
for the given level of radiance (2~10~~) and sun angle (75’) of the pixels we are using for 
calibration, there will be a relative uncertainty due to the radiative transfer computation in 
the order of only 1%. 

4.2.3. Gaseous Absorbers. The ozone amount used in the computation, which primarily 
affects the signal in channel 1, is the latitudinal monthly climatological data (London et al. 
1976). The assumed relative accuracy of the ozone amount should be of the order of 10%. 
That translates, for an airmass of 4, to an uncertainty of only 1.5% in the radiance for 
channel 1. This uncertainty is translated to an uncertainty of 2% for the calibration 
coefficient (see Equation 12) as a typical ratio from channel 1 to channel 2 over clear 
water is 2. 

The expected accuracy in the determination of the total column water vapour amount is 
0.5 cm. Water vapour is mainly distributed in the lower layer of the atmosphere (O-2 km) 
and most of the water vapour absorption occurs in the longer spectral wavelength region 
of channel 2. Therefore, uncertainty in the determination of the total column water vapour 
amount will translate directly to an uncertainty in the aerosol correction process. The 
radiation transfer code 5s was again used to determine the amount of possible uncertainty 
on transmission; this was found to be in the order of 2%. For a typically clear day with an 
aerosol amount of 0.1 m this translates to a residual of 2~10~ in reflectance units 
(assuming that 0.1 m gives 0.01 reflectance units). That leads to an uncertainty of only 
0.1% in rl for a typical value of the numerator of Equation 12. 

4.2.4. Ocean Colour. The effect of ocean colour was determined using data from an 
. area over the Pacific Ocean well away from the coast to avoid turbidity effects. According 

to data from the Coastal Zone Color Scanner (CZCS), if the chlorophyll content is lower 
than 0.3 mg/l and known with an accuracy better than 0.1 mg/l, this would lead to an 

* uncertainty of only 1~10~ in reflectance units for channel 1, which translates to an 
uncertainty of only 0.1% for the calibration coefficient. 
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4.2.5. Pressure. The data set used in this study was completely free of clouds, typical of 
a high-pressure weather system and a pressure of 10 10 millibars (Mb) was consequently 
assumed. If the pressure is known to within an accuracy of 10 millibars (Mb), then the 
Rayleigh optical thickness can be determined to within 1% in both channels. This would 
lead to an uncertainty of only 1% for the calibration coefficient. 

4.2.6. Wind Speed. A siiulation was performed in order to assess the uncertainty . 
induced by wind speed. The wind speed was taken as 10 m/s and a simulation of the 
measured radiance was made at 5 m/s and 15 m/s with all the other parameters remaining 
fixed (Pressure = 1010 Mb, maritime aerosol model, aerosol optical thickness = 0.1). The . 
wind speed affects the signal at the top of the atmosphere in two ways: on the sun ghnt by 
changing the distribution of wave slopes (Cox and Munk 1965) and by changing the area 
covered by foam (Koepke 1984). The latter is the most important effect because the 
calibration is done in the backscattering direction where the direct sunglint influence is 
low. 

Figure 5 gives the values observed in channel 1 and 2 for the nomimal wind speed as 
well as at 5 m/s and 15 m/s. It also gives the values of the calibration coefficient (equal to 
1 for the nominal wind speed). It can be deduced that the effect of wind speed introduces 
a relative uncertainty of about 2%. 

4.2.7. Aerosol rvpe. A simulation was performed for two aerosol types in addition to 
the maritime model- for continental aerosol at an optical thickness of 0.1 and 0.25 and for 
stratospheric aerosol (King er al. 1984) at optical thicknesses of 0.1, 0.2 and 0.3. In each 
case, the error is significant, ranging from 5% to 15%. We do not expect continental 
aerosol to be present all the time over the ocean especially after the cornpositing process 
used. In cases where stratospheric aerosol concentration is significant, for example 
following the Pinatubo or El Chichon volcanic eruptions, the method presented is not 
expected to work, at least in its current state. In the total error budget, any uncertainty 
due to aerosol type is not reported. This assumes that there is no stratospheric aerosol 
contaminatiou that the composite eliminates continental aerosol outbreaks, and also that 
the haze is perfectly representative of the mean aerosol background over the Pacific 
Ocean. 

4.2.8. Total Error. Adding ah the effects listed above, the theoretical error budget 
shows that, under reasonable aerosol loading, the intercahbration coefficient can be 
determined to within a precision of 4%. This figure relies largely on the fact that strong 
aerosol contamination is avoided. Any dubious results could be filtered out by inspecting 
the correlation and intercept of the regression (see Figure 4). The consistency of the result 
over a month (four weekly results) should also con&m the estimate and the size of its . 
likely error. 
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Figure 5 Effect of wind speed on the determination of rl. 

5. Calibration results 

Figure 6 shows intercalibration coefficient estimates for NOAA-7, -9 and -11 obtained 
using the cloud technique. The spread of values is very low (less than 2%). 

Figure 7 shows the estimate of the degradation in channel 1, using the ocean technique. 
Points where the intercept was found to be larger than 2x105 were eliminated. The results 
were also averaged over a period of 36 days (four composites) to minimise noise. Once 
again, the results are very encouraging; the stability of the derived coefficient, 4-5%, is 
inside our error budget estimate. There is a seasonal variation of about *2% which can be 
attributed to the ozone variability. The data are actually reprocessed to address that point. 

Figure 8a shows the comparison between U2 aircraft calibration (Abel et al. 1993) and 
our result from the cloud calibration method for NOAA-g. Figure 8b shows the same 
comparison for NOAA-1 1. The temporal trends f?om both methods, and even the 
absolute values, agree reasonably well. The figures also show values from Che and Price 
(1992) obtained from a compilation of various previously published methods. 

For the Ocean method, Figures 9a-b show comparisons for both NOAA-9 and NOAA- 
. 11 respectively between U2 estimates and our results. In both cases, the value for 

deterioration observed over the ocean is well below the value determined by the U2 or 
others. However, this degradation has also been reported for NOAA-l 1 by Mitchell et al. 

. (1992). The values from their paper are also plotted on the figure for comparison. 
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Figure 6. Ratio between the deterioration of channel 1 and 2, as observed over high 
reflective clouds for NOAA-7-9 and - 11, as a function of the number of days since 
the beginning of launch year. 
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Figure 7. Deterioration of channel 1 of the AVHRR as observed using an ocean 
target and the method described in 3.2 for NOAA-7-9 and -11. 
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Figure 8a. Comparison of the q/q derived using clouds and other methods for 
NOAA-g. 
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Figure 8b. Comparison of the q/r2 derived using clouds and other methods for 
NOAA-11. 
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Figure 9a. Comparison of the rl derived using oceau and other methods for NOAA-g. 
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To try and explain this apparent degradation, we analysed data recorded by NOAA-9 
over the coast of Tasmania where we had measurements of the optical thickness. Using 
the U2 absolute calibration, we derived optical thickness over the ocean in both AVHRR 
channels, and compared these with the actual measurements. Table 1 shows the derived 
values. The agreement is reasonable in channel 2 but underestimated in channel 1. 
Because we are in relatively good agreement with U2 concerning the ratio between the 

. two channels, we put the result down to a problem in channel 1. Our hypothesis is that 
there has been a spectral shift in the response of Channel 1 to a slightly longer 
wavelength. Our results suggest a shift in the order of 17 mn. Such a shift due to the 

. outgassing of the filter is reasonable as shown by Dinguirard (persona1 communication) 
for the SPOT-HRV instrument, 

Table 1. Analysis of the optical depth values recorded over the coast of Tasmania 
during 1988 with those derived from NOAA-9 using calibration hypothesis. 
(1) U2 calibration. 
(2) U2 Calibration with a shift of 17 mn toward the red of channel 1 central 
wavelength, 

19 0.04 0.04 0.00 0.05 0.05 
28 0.02 0.03 -0.01 0.03 0.04 
31 0.10 0.09 0.06 0.12 0.10 
40 0.07 0.07 -0.02 0.03 0.02 
46 0.055 0.055 0.02 0.06 0.06 
47 0.02 0.02 -0.03 0.02 0.02 
48 0.03 0.03 -0.05 0.03 0.01 
5.5 0.03 0.03 -0.03 0.02 0.02 
57 0.06 0.06 0.05 0.11 0.11 
58 0.04 0.04 0.03 0.11 0.08 
65 0.03 0.03 0.01 0.06 0.06 
66 0.035 0.04 -0.03 0.04 0.02 
76 0.05 0.05 0.02 0.08 0.08 
77 0.05 0.05 0.03 0.06 0.07 

. Mean 0.042 0.045 0.005 0.059 0.053 
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Figures IOa-b, show the results using the hypothesis of a 17 run spectral shift in channel 
1, for both NOAA-9 and 11. According to these results, this hypothesis seems reasonable 
for both AVHRRs. This is far Corn unexpected as both have similar filters and both are 
submitted to the same conditions during post-launch. 

6. Conclusions . 

A new method for absolute calibration of channel 1 and 2 of AVHRR has been presented 
here. It consists of observations in these channels of thick high clouds and clear ocean 
areas. Because the clouds observed are thick and high, water vapour and gaseous 
absorption can be ignored, and lambertian reflectance can also be reliably assumed. Error 
sources are further minimised by restricting cloud observations to angles of view of 
between 0 and 10 degrees, and by utilising an intercalibration coefficient between channels 
1 and 2, which reduces the uncertainty due to variability in surface and atmospheric 
conditions. 

The results of the method compare well with previously published methods such as 
those of the Holben et al. (1990) desert calibration method. The ocean-cloud method we 
propose has the advantage that no additional measurements are necessary (although some 
ancillary data may be necessary to avoid areas of high and variable stratospheric aerosol 
content). The results overall are stable and within an acceptable error budget, yet the new 
approach can be used to determine sensor deterioration on a more frequent basis than 
other methods. 

However, there are still some questions that need to be answered before the absolute 
calibration of AVHRR channel 1 and 2 data is completely satisfactory. Most pressing 
perhaps is the question concerning the possible spectral shift in channel 1. We are 
currently working on a combined approach based on sensor intercomparison with Peter 
Abel (personal communication) to address this point. On the other hand, the sensitivity of 
the Ocean method to apparent spectral shift could be seen as an advantage for 
characterising the calibration of ocean colour sensors such as the soon to be launched 
SeaWiFS. 
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Glossary 

Solar zenith angle 
Cosine of solar zenith angle 
View zenith angle 
Cosine of view zenith angIe 
Solar azimuth angle 
View azimuth angle 
Reflectance (unitless) 
Gaseous transmission 
Total scattering transmission (diffusetdiiect) 
Optical thickness (unitless) 
Spherical albedo 
Altitude of the target 
Micrometer 
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